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A linear error propagation analysis was applied to a hydrophone array used to locate sperm whales
[see Mghket al,, J. Acoust. Soc. Am107, 638—6482000]. The accuracy of two-dimension&D)

and three-dimension&BD) array configurations was investigated. The precision in source location
was estimated as a function of inaccuracies in measurements of sound velocity, time-of-arrival
differences (TOADs), and receiver positions. The magnitude of additional errors caused by
geometric simplification was also assessed. The receiver position uncertainty had the largest impact
on the precision of source location. A supplementary vertical linear array consisting of three
receivers gave information on the vertical bearing and distance to the sound sources. The TOAD
data from an additional receiver as well as from surface reflections were used to form an
overdetermined location system. This system rendered positions within two standard deviations of
the estimated errors from the original 3D array. 2001 Acoustical Society of America.
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LIST OF SYMBOLS AND ABBREVIATIONS M, M30 platform M; 30-m hydrophone at platform M
A data matrix N, N30 platform N; 30-m hydrophone at platform N
éc, sy, etc. error(l s.d) of sound velocity, source posi- M, number of receivers
tion x coordinate, etc. ODA overdetermined array
b data vector PLA perturbed linear array
B, B30 platform B; 30-m hydrophone at platform B R receiver coordinate matrix
C sound velocity R, R30 platform R; 30-m hydrophone at platform R
(E:EV(E)S g‘;‘t’:rr]':trc‘)crg TaStr'x of vectdo r(1)—r(5) receiver 1-5 coordinates
G, G30 platform G, 30-m hydrophone at platform G source posmqn yector
GPS Global Positioning System s.d. standard dey|at|0n.
m source solution vector SvP gound veIQC|ty proﬁle
MINNA minimum number of receiver array TOAD time-of-arrival difference
I. INTRODUCTION It is essential to know the precision of the derived source

. o ) ~_ coordinates in acoustic location studies. Location errors are
Acoustic locationing is a common technique in bio- ingyced by uncertainties in the variables used for calculating
agoystlcs using a set of reqelvéasrecelver arra)y Usuallya  the source position, such as the sound and windren)
minimum number of receiver arrafMINNA) is used. A yelocity of the medium, time of arrivals, and receiver posi-
MINNA implies that the array consists of the smallest nuUM-tion coordinates. In MINNA systems the number of TOAD
ber of receivers required to find the source location. To reqats is just sufficient to calculate the source position, and

strict the source to a hyperboloid surfdcene time-of-  there are no extra TOAD data available to evaluate the pre-
arrival difference (TOAD) is needed, and therefore the ¢ision. However, if the errors in the measured variables

MINNA system consists of two receivers. To calculate the(sound velocity, TOADs, and receiver positipnare as-
source position in 20two dimensions one has to estimate sessed, the magnitude of the error in source position can still
two coordinates, or two independent parameters. Thereforge getermined. The simplest methods for such an error as-
two TOADs are needed, and the MINNA system consists 0kessment is linear error propagatidiaylor, 1997. Consider
three receivers. The same argument gives a MINNA systerg fynction of N variablesf=f(x;,X,,...Xy). Assume that

of four receivers when solving a 3D source locationthe errorssx; of the variables;; (i =1,...N) can be assessed.

2 - : . . . .
problem® If there are more receivers present than what isthe |inear error propagation model estimates the magnitude
needed for the MINNA solution, the system is denoted aryf the error inf (denotedsf) as

overdetermined arra§ODA).

N 2
St= E(ﬁféx). (N
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GPS hydrophone signals from the two auxiliary crafts were trans-

// \\.\ mitted via UHF links to the main platform. On the main
ol 3 ™~ platform all hydrophone signals were recorded on a Racal
’ UHFE ____ ” Store 7D multichannel instrumentation recorder. The band-
. ,,LN __|R.G __1B.M width (—3-dB limits) of the recorded signals was 2 kHz for
1 1 1 the radio links and 37.5 kHz for the direct recordings on the
30m 30,211 30%11 N craft. The signals were subsequently low-pass filtég
1r(§0m kHz) and digitized using a PC sound cafsampling fre-
quency 44.1 kHz, 16-bit resolutipnThe position of each
1y craft was logged evgr2 s using the Global Positioning Sys-
460 m tem (GPS; Garmin GPS45 receiverédditional radar mea-

FIG. 1. The recording principle used for positioning sperm whales. Abbre—surer‘nen_ts of platform distances were made ,from the_ ,mam

viations: r=receiver, with identification and depth. GPGlobal Position- ~ Craft at irregular intervals. In 1998, the receiver positions

ing System, UHRUltrahigh frequency radio linkN=main platiorm,  were calibrated using three detonators fired 3—20 m below

G,M=auxiliary platforms in 1997R,B=auxiliary platforms in 1998. For  agch craft. Two additional detonators were sét3afn below

the recordings made in 1997, receivers 4 and 5 were not available. a fourth craft. The sound velocity profikSVP) from the

surface to a depth of 150 m was measured in 1998 with a

If the variablesx; are correlated, Eq(l) is modified with  custom-builtsing-aroundsound velocimetetUrick, 1983.

additional terms containing the covariances betweerxflse The SVP at greater depths was calculated from salinity and

(Taylor, 1997. temperature measurements made in the same general area
The literature on error analysis of acoustic location sysduring July 1997 and July 199®btained from the Institute

tems is vast. However, for the common bioacoustic arraysf Marine Research, Bergen, Norway

with a limited amount of receivers, there are only a few

examples where an error analysis has been performed. Smig)) source location algorithms

etal. (1998 and Aubaueret al. (2000 performed error .

analyses of 2D MINNA systems, and Jargk al. (2000 Whales were .Iocated frorr_1 TOADs of the same click

compared acoustic- with telemetry-derived positions_re_corded on the different receivers. TOADs were mgasured

Watkins and Schevill1971 outlined an error analysis for With @ two-channel sound-editing program. Four different

TOAD measurement, and Cleator and DuétR95 made Source location algorithms were used.

measurements on positioning error of a 3D MINNA. In this (1) A 2D MINNA algorithm was used with the 1997 field

paper we extend Watkins and Schevil(’k971) approach to data(receivers 1-3 in Fig.)1

formulate a linear error propagation model for all the types2) A 3D MINNA algorithm was used with the 1998 field
of errors encountered when determining the position of a  data(receivers 1-4 in Fig.)1

source. Only the windor curren} field is not considered. (3) A vertical linear array was analyzed with data from the
The problem of wind fields has been treated extensively by three receivers on the p|atform in 1998(receivers 1, 4,
other investigatorgsuch as Spiesberger and Fristrup, 1990 and 5 in Fig. 1.

The model presented here can be used for both 2D and 30} An ODA algorithm was used with data from all five

MINNA or ODA systems. It is exemplified on data on sperm  receivers in Fig. 1 as well as from surface reflections
whale acoustic source location presented in Mehhl. (1998 field data

(2000a.
There are several mathematical ways to solve the source
location problem(Watkins and Schevill, 1971; Rindorf,
l. METHODS 1981; Spiesberger and Fristrup, 1990; Juell and Westerberg,
A. Field recordings 1993. The algebraic solution presented here is a synthesis of
the methods used by Watkins and ScheiliB71) and Spies-

o oA berger and Fristrugl990. It has the advantage of giving the
Northern Norway(N69°23,E15°4} in the presence of an same mathematical form for 2D and 3D array systems, and

unknown number qf sperm whales during July 1997 and ‘]u'¥or both MINNAs and ODAS.
1998. In the recording area, the seafloor drops rapidly from a In the following, boldface letters indicate column vec-

depth of 130 m to more than 1 km. All recordings were madet .
. . : . tors or matrices, andl denotes the transpose operator. For a
in sea state 2 or below. The recording setup is described in

. - - T X
Mghl et al. (20004a. In the present paper only facts relevant source with position vectos= (S’S Sy ’SZ). the dlstanc.es be-
A . 2 . _"tween the source and the receivers give the equations
for estimating the precision of source positions are given.
The setup is schematically outlined in Fig. 1. The array con(rx(i)—sX)2+(ry(i)—sy)2+(rZ(i)—sZ)2
sisted of three free-floating platformabeled as in Mghl . .
et al, 2000a: main crafN in both 1997 and 1998, and aux- =cH(Tytt()?  1=1,23mr, 2
iliary crafts G and M in 1997, R and B in 1998, each where the receiver position vector of receivieris r(i)
equipped with a hydrophone at 30 m depth. In 1998, two=(rx(i),ry(i),rz(i))T, c is the sound velocityt(i) is the
additional hydrophones were lowered from tNecraft to = TOAD between receivarand receiver 1, andh, is the num-
depths of 100 and 460 rfreceiver 4 and 5 in Fig.)L The  ber of receivers. The time of arrival from the source to the

Recordings were made off the continental shelf of
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receiver 1 is denoted; . Placing the origin of the coordinate loids was plotted, and the point where the two intersection

system at (1), and subtracting the=1 row from the other
rows in Eq.(2), we obtain(Spiesberger and Fristrup, 1990

)

The ith row of the matrixA is given by Zr(i+1)" c?t(i
+1)], wherer(i) is the position vector of thih receiverc
is the sound velocity of the medium, an@) is the TOAD
between thdth and the first receiveri €1,...m,—1). The
vectorm is given by[s'T;]7, wheres=(sy,s,,s,)" is the
source position vectofl, is the straight-line travel time from
the source to receiver 1. Tl row of matrixb is given by
bj=—c?t?(i+1)+|r(i)|? where|r(i)| denotes the length
of the vectorr(i).

The task is now to solve E@3) for the vectorm, which
contains the source coordinates.

For a 3D MINNA systemm,=4. Below, Watkins and
Schevill’'s (1971 solution is reformulated in matrix notation,
which facilitates the error analysis notation. Equati@
may be written as

Am=Db.

2R"s+2c%tT,=b. (4)
Here,R denotes the receiver matrix
r(2) 1(3) ry(4)
R= I’y(2) ry(3) ry(4) )
r2(2) r143) ry4)
andt=[t(2) t(3) t(4)]". It follows that
s=—c?R "tT;+ iR Th. (5)
Using the relationshig?T2=s"s, we solve forT,
~p= P
Tl:T’ (6)

wherea=c*"R™IR Tt—c?, p=—c?'R 'R "h/2, andq
=b"R™ IR Th/4. Equation(5) can now be solved to give the
coordinates of the source.

Each set of TOADs will result in twd;'s from Eq.(6).

A negativeT, is discarded as noncausal. Two positive solu-

lines crossed was estimated from the plot and compared with
the 3D solution.

For ODA systems, the least-square solution to Bgis
obtained as

m=VS*U'b, (7)

whereS* =(S710)T andS=(S0)", andA=USV' is the sin-
gular value decomposition of the matwx (Spiesberger and
Fristrup, 1990.

C. The linear error propagation model

First, consider a MINNA system. Watkins and Schevill
(1971 used a linear error propagation model on their 3D
location algorithm with respect to uncertainties in TOAD
measurements. Here, we expand their analysis to incorporate
the impact on location errors caused by other measured vari-
ables, such as sound velocity and receiver positions. The
analysis presented here also allows the effect of correlations
between measured variables to be investigated. The analysis
results in a covariance matrix for the source position vector,
Cov(s), containing the estimated variances for each source
coordinate in its diagonal, and the covariances between dif-
ferent source coordinates in the off-diagonal places. The total
error is defined as the square root of the trace of the covari-
ance matrix.

The covariance matrix for the source position vector is
estimated as

ds
Cov(s)= Cov(c,t,R)(d (8

( ds \T

d(c,t,R) (c,t,R))’
where (,t,R) denotes a vector containing tleet, and R
elements. Vector derivatives are defined as in Wunsch
(1996. For the uncorrelated variablest, andR, Eq.(8) can

be split up into

+

ds\’ ds
Cov(s)=(&) Cov(c)(d—C

T

ds)T ( ds)
am) “lam

(ds ds)
lam aw)" ©

tions correspond to two source positions for the given set of he terms on the right-hand side in E§) correspond to the
TOADs. If T, is complex there is no physical source solu- contribution to the source position error from the inaccura-

tion.
For a 2D MINNA system, all terms withi=4 andz
indices in Eqs(5)—(6) are omitted.

cies in sound velocity, TOADs, and receiver position mea-
surements, respectively.
The covariance matrix fot is simply 5c2, wheredc is

With a linear array, the bearing and range to the sourcéhe standard deviation in the sound velocity estimate. The

can be found in a similar mannékMghl et al,, 1990. The

error analysis is performed analogous to Edl) below.

three-receiver vertical linear array analyzed in this paper had Each TOAD is measured between the time of arrival at

the positions of the receiverg4) andr(5) shifted from the

receiver 1 and receiver Assume that the time of arrivals are

vertical axes, and the three receivers were not on a line. Thigncorrelated and associated with an equal measurement in-

receiver geometry is called a perturbed linear ar@yA).

accuracy ofst (1 s.d). Then the TOADs all includd; and

With this array the intersection of the two rotated hyperbo-are correlated with the amoumt®. We obtain the TOAD
loids is not symmetric around the vertical axes. A numericalcovariance matrix as

routine was constructed to plot the hyperboloid intersections.

First, a vertical plane was defined in the direction from the

receiverr(1) and the sourcéas obtained from the 3D algo-

rithm). The intersection of the this plane and the hyperbo-
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The derivatives ok in Eq. (9) are where diagt) is a square 33 diagonal matrix with the ele-

ds JT ments oft in the diagonal.
—=—c? T, +diagt)+ —tT|R™ 1, The evaluation of the receiver term in E®) is made
dt at through the decompositiofreceiverx, y, andz coordinates
Jp 99 oa are assumed to be uncorrelated
2p——a——q—
—dp= at at ot B ﬁ gs | T ds

= Jo?—aq Lot . il
T 2Vp"—aq | d(R)) C°V(R)(d<R>)
dt a .

ds ds

d c? = (—) Cov(r, (—) 12
a—i):c"'diagﬁ)R’lR’Tt— ?R’lR’Tb, (11) j;,y,z dr; My dr; 12

Each receiver coordinate is determined as the distance be-
tween the receiver and receiver 1 in the coordinate direc-
tion. Each receiver coordinate is therefore correlated with the

J
a—? =—c?diagt)R R b,

a—a=2c4R*1R*Tt same coordinate of another receiver with the amount
ot ' or j(l)z. This gives the receiver covariance matrices
|
8ri(1)2+6r;(2)? 8ri(1)2 ori(1)2
Comrj)= ori(1)? Sri(1)%+5r;(3)? ori(1)? . i=XY.z (13)
ri(1)2 Sri(1)? 8ri(1)2+6ri(4)?
|

The derivatives are found in a similar fashion to Etf). Cov(m)=VS*UTCoub)U(S*)"VT, (14)

For the ODA solution[Eq. (7)] the error in the least-
square approximation can be estimated either through lineathere the covariance matrix bfis split up into its uncorre-
error propagation or residual analysis. Linear error propagaated terms
tion is chosen for direct comparison with the MINNA analy-

sis. Spiesberger and Fristrip990 used this technique for T db db\T db
the case of TOAD measurement errors. Here, the same COMb)=| o] CouC)| |+ dit Cout) dt)
analysis is extended to measurement errors in sound velocity .
and receiver positions. The resulting covariance matrixfor N db Cov(R) (15
contains the variancedm?= (s, 8s;,8s,6T5)" in the di- d(R) d(R)/
agonal. The total error is defined as the square root of the
sum of s, 8s;, and 5s2. The covariance matrix of the sound velocity is given simply
Analogous to the MINNA analysis, the covariance ma-by &c?, the variance of the sound velocity estimate. The

trix of m for ODA is components obb/Jc are

TABLE I. Estimated erroi(1 s.d) of variables used in source positioning of the Mehlal. (2000 data.

Assumed Assumed
Variable/ error error

source of error 1997 1998 Comments

Sound velocity +10 m/s +10 m/s From sound velocity profile data

Time of arrival +0.001 s +0.001 s  Measurement accuracy of click timing

r1x,y,z coordinate +0m +*0m Defines origin of coordinate system

r,x coordinate +70m +20-60 m  Estimated from GPS data and detonators

r,y coordinate *0m *0m Defines direction ok axis

rsx,y coordinate +300 m +20-60 m  From radar, GPS, and detonators

r,x,y coordinates : +10-60 m  From GPS and detonators

rsX,y coordinates +10-60 m  From GPS and detonators

r,, ryz coordinates +2m From detonators

r,z coordinate +20-60 m  From detonators

rsz coordinate +20-50 m  From detonators

2D simplification Magnitude of error depends on source—array geometry

Ray bending Magnitude of error depends on source—array geometry
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where 6t is the standard deviation of the TOAD measure-

a—CI: —2ct(i)?. (16)  ments[cf. Eq. (10)]. The time derivatives ob are
The covariance matrix df is given by b
I .
-2 1 ... 17 (7—tj=—202t(l)5ij, (18
1 2 :
Cov(t)= : a2, 17) V—Vhleirfiﬁﬂjl)s the Dirac delta function&;=0 if i<>], &
The covariance matrix of the receiver positions, for the
| 1 - e 1 2] same arguments given for E@.3), is
- ori(1)%+6rj(2)? ori(1)? 8ri(1)2 §
ri(1)2 8ri(1)%+6ri(3)? :
Cour)) = : : =Xy
: 8ri(1)2+orj(m,—1)2 ori(1)?
ri(1)2 ori(1)2 8ri(1)2+6r;(m,)?
(19
|
The derivatives ob are found as present studyinduce errors in TOAD measurements in the
' sub-ms range in the array data analyzed and were therefore
: =202fj(i)5ik, (20) not taken into account.
ar;j(k) c. Receiver position errorsThe x andy coordinates of
with the Dirac delta functiors;; defined as above. receivers 1-3 were determined with GPISs.d. positioning

error =50 m; Kaplan, 1996 sampled with 2-s intervals. In
1997 the GPS position of receiver 3 was not recorded due to
a technical failure, and the position of this craft was obtained
by means of observations on a radar screen. This increased
Table | lists the sources of errors in variables used tahe estimated error for the coordinates of receiver 3 as com-

D. Sources of errors for acoustic location

calculate source positions in the Mgdtlal. (20003 data. pared with receiver ZTable ). The receiver positions from
1998 were treated in three steps to minimize the impact of
1. Linear error propagation variables fluctuations in the logged position$ig. 3): (1) The dis-

tances between the three platforms were calculated as a func-

a. Sound velocity measuremerthe measured SVP tjon of time;(2) Linear regression lines were fitted to each of
(Fig. 2) decreased from 1495 m/s at the surface to 1478 m/ge receiver distance curves; a8 The regression lines
at a depth of 500 m. At a depth of 800 m, the sound velocity
reached a minimum of 1460 m/s. In the location algorithms a
sound velocity value of 1480 m/s was used, as this is the ©
average sound velocity for a signal traveling from a source at
a depth of a few hundred meters to the receivers. In the linear E
error propagation model the standard deviation of the sound ~
velocity estimate was set tac10 m/s, which reflects the
variation observed in Fig. 2. 500

b. TOAD measurementThe standard deviation of
TOAD measurements was set to 1 ms. Sperm whale clicks
have well-defined onsets, and therefore TOADs can be mea-
sured with higher precision than 1 ms. However, the preci-
sion in timing degrades due to the use of radio links of lim- 44
ited bandwidth and dynamic range. There are several 1460 1500 1000 2000 1000 2000 1000 2000
techniques to improve the TOAD measuremdptg., Cross Sound velocity Range [m]
correlation; Cahlander, 1967; Menne and Hackbarth, 1986 [m/s]
As the TOAD measurement errors turned out to have ar'1:IG - 4 veloi e caloulated | ity and
nsigniicant impact on source locaton precision n the Mhl . 2. e Sieeee sours vty bl acuacs o sy o
et al. (20004 data, no effort was made to make such im-py the institute of Marine Research, Bergen, Norway. Ray tracing of a
provements. Water currentgnaximum 1-2 knots in the sound source at depths of 30, 300, and 600 m. Ray separation: 8 degrees.
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01:26 01:30 01:34 01:38 01:42 01:46 FIG. 4. (a) lllustration of the positioning error produced by locating a sound
Time [bhermm] source with a 2D array, when the actual position of the so(deaoted 3D
(@) fme L solution is not situated on the receiver plarip) Magnitude and direction
of this error from the 1997 data. Depth of sound source: 500 m. The arrow
shows the magnitude and direction of the difference between the 2D solu-
tion and the 2D projection of the 3D solution.

@ under- or overestimating the distances between the source

@ and the receivers. The magnitude of this bias increases as the
distance between the sound source and the receiver plane
increases. In Fig. @) the situation for the 2D array used in
the 1997 field work is depicted for a sound source at 500 m

depth.
@ b. Ray bendingAll the location algorithms used here
assume that the signal is traveling along a straight line from
) 1000 m the source to the receiver. If the sound velocity changes with

depth or otherwise, the actual sound path be(feg. 2;
FIG. 3. (a) Distance between platforms as a function of time during the Urick, 1983. The measured TOADs then differ from those

1998 recordings. The linear regression lines for each platform distance afgom straight path propagation. Spiesberger and Fristrup
indicated. Six whale sequences and the deton&brsE5 are indicated(b) ; ot ;
Calibration of recording geometry during 1998. Numbers refer to detonatoré.1990 deduced an approximate formula for the deviation in

E1-ES5. Circles signify the GPS positions of the platforms, with the centerst/M€ of arrival (6T) between the curved and straight path in
obtained through the linear regression given in Fig).6The diameter rep-  the case of sound velocity changing linearly with depth
resents the 2-s.d. uncertainty in platform positions. The crosses at 1-3 are

constructed from distances derived from the time of arrivals of the detonator ac(2) 2 3
signals to the platforms. The crosses at 4 and 5 are derived from acoustic ST= _( ) (22)
localization of the detonatofs4 —E5. From: Mghlet al. (20003, courtesy 0z 24(;13 ’

of the Journal of the Acoustical Society of America

wheredc(z)/dz is the slope of the sound velocity profile,

were shifted up to 30 m using the detonator data. The array the distance between the source and the receiverc gisd
geometry at the time of a whale sequence was estimategie sound velocity at the source depth.

from the adjusted regression lines.
2. Errors due to geometric simplification

a. Using a 2D algorithm in a 3D soure@array geom-
etry. A geometric problem with 2D arrays occurs when the I ) .
sound source is outside the plane defined by the receive}:s' Calibration of array configuration
(Konagaya, 1982; Steehr, 1982s sketched in Fig. @), the The receiver array used in 1998 was calibrated using
projection of the 3D position of the sound source onto thetwo detonators set offta8 m depth from a separate, GPS-
receiver plane may differ considerably from the coordinategositioned, dinghy. The TOAD data from these detonators
obtained with the 2D solution. The implication of this error were used to compare acoustically derived locations with
is that a position estimate made with a 2D algorithm is eitheiGPS positions.
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FIG. 5. Magnitude of the error in source position due to uncertainties in x [m]

measurements of TOADs, sound velocity, and receiver positions applied to . .
the 2D array data from 1997(1)—r(3): receivers. Contour linegspaced ~ FIG. 6. Array geometry of the 1998 recordings reported in Mehél.
1000 m indicate the one standard deviation positioning error in m. Positions(2000. Receivers (1)-r(5) are indicated. The positions of six whale se-

(diamonds of five sperm whales are indicatedt(440 and 41659 are at ~ duences are shown as diamonds. Sequernt&#87 2915, and 71036 are in
the same position a location of the array, where two source positions are found from the set of

TOADs (denoted 71036.1, etc.; ¥898.2 and 7915.2 are outside the range
of the figurg. DetonationsE1—E5 are indicated.
IIl. RESULTS

A. Indentifying click sequences overlap in their positions, indicating that they are from the

. . - . same whale. Thus, the five sequences probably are produced
Click sequences were identified across receivers as cor-

secutive clicks having the sanfwithin 1 mg interclick in- by three individual whales.
tervals on all receivers. Five click sequences from 1997 and _
six sequences from 1998 were analyzed. The shortest sé&- Error of the 3D array used in 1998

guence consisted of five consecutive clicks, and the longest Figure 6 shows the array system used in 1998. The po-
of 64. Click sequences are labeled as in Methal. (20008.  gjtions of six whale sequences are indicated, as well as the
positions of the five detonators fired from the platforms and
B. Error map of the 2-D MINNA an additional dinghy. The time el_apsed from the first yvhale
) ) ) sequence (fB98) to the last transient everi%) is 14 min.
In Fig. 5, the result of the linear error propagation modelthe sequences were probably generated by three individual
for the 2D hydrophone array used in 1997 is shown. Th&yhales(1: sequencest1036 and 7898; 2: 1954, 7990,
contour lines(spaced 1000 m aparindicate the magnitude and 71020; and 3: 7915). In Table II, the coordinates of

of the location erro(1 s.d), using the variable errors listed tyo of the six click sequences are listed, together with the
in Table I. The source position of five click sequences argegylts of the error analysis.

indicated(the sequencest4640 and 41659 are so close to The E1-E3 detonators were also used to position the
each other that only_ one position is ind_ica)tehh Table I, deep hydrophones(4) andr(5). In Table IlI, the results are
the results from the linear error propagation model are ShOWBresented, as well as the errors from a linear error propaga-
for one of the whales (659). This sequence is chosen 0 tjon analysis.

illustrate the error propagation analysis for a source outside The TOAD measurements from the two detonators
the array, close to the line connecting two receivers. Erorg4_gs were used to compare GPS and acoustic positions.
are given in percent as the ratio of the error and the estimatefhe acoustically derived positions did not deviate more than

source distance to(1). Assuming that the whale is not situ- 40 m from the GPS positions of the detonators.
ated deeper than 500 m, the maximum impact on geometric

simplification is also given in Table Il. Three of the se-
guences in Fig. 5 (4640, 41659, and 4180&) are situ-

ated in areas where the location error is very large. Two pairs  For the PLA, the intersection of each hyperboloid and
of sequences (4640—-41659, and 41817—-41927) almost the vertical plane between receiver 1 and the 3D-derived

D. Positions from the PLA compared with 3D positions

TABLE Il. The impact on source position accuracy from errors in sound velocity, TOAD measurements, and receiver positions. The 3898has Z
solutions. Errors are given in percent of the ratio between the standard deviation error estimates and the derived distance between the whigim arid the o
the array. Geometric error is calculated for a source depth of 500 m.

Position Sound velocity Receiver position 3D to 2D Ray curvature
Whale (%,¥,2) [km] error [%] TOAD error [%] error [%)] geometric errof%) error [%)]
411659 1.0, 0.2~ 0.6 0.4 300 30 .
7t898.1 -0.5,-0.4,0.2 20 2 500 3
7t898.2 -27,-13,0.8 700 80 4000
7t990 0.3,-14,0.3 5 0.2 50 0.5
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TABLE lil. Positions of the two deep hydrophones deployed fromfhe  H15 curve is not running through the 3D solution, probably
craft derived from detonator§1-E3. due to uncertainties in the position of receiver 5. In Table IV,
the estimated ranges and bearings are compared with the 3D

Receiver x[m] y[m] z[m]
MINNA results for two whale sequences. The ranges and
r(4) 23+20 —59+60 462-10 bearings calculated with the perturbed linear array are within
r(5) —2+20 3750 98+30

the error margins of the 3D solution.

Several signals contained echoes, likely generated by
. . surface reflections. Surface reflections can be viewed as re-
whalg position are shoyvn n Fig. 7'_ The. curves are r_10t SymE:ordings made by virtual hydrophones, situated above the
metric around the1—r (i) axis, as this axis is not running on ¢, face at a height corresponding to the depth of the “real”
the whale—receiver 1 plane. The 3D solution is on the HlAfeceiver(Urick, 1983: Mghl et al, 1990: Aubaueret al,
curve, as receiver 4 is part of the 3D MINNA system. The g gyrface reflection data were incorporated into the lin-
ear array analysis. The curve generated by the TOAD from a
surface reflection is shown in Fig(ly as a dotted curve. The
dotted curve is converging reasonably well towards the 3D
solution, so the corresponding echo is regarded as a surface
reflection.

The surface reflected signal is expected to be 180 deg
phase shifted compared with the direct siggatick, 1983.
This should be easily observed in the cross correlation be-
tween the direct and the surface reflected signals and could
thus be a further help in the interpretation of echoes. How-
ever, in the Mghket al. (20004 there was no clear negative
maximum in the cross-correlation function between click and
echo, so this method could not be readily implemented.

E. The ODA compared with the 3D MINNA and the
PLA solutions

In Table 1V, the range and bearing to the source are
s K shown with an ODA system using receivers 1-5 and surface
/ H1>1‘\ reflection data. Signals were considered as originating from
/ surface reflections if the analysis with the PLA indicated that
@) this was plausible. The ODA solution can be compared with
results from the two other location algorithms: the 3D
MINNA system and the PLATable IV). In most cases the
error estimates derived with the ODA and 3D MINNA were
of similar magnitude. If the source was situated outside the
array close to one of its corners, the ODA errors were
smaller by up to an order of magnitude.g., the sequence

E 200 7t898 in Table I\).
Z
a 400k F. Errors due to a varying sound-velocity profile
The error from ray bending in five sequences from 1998
€00 data was estimated. The source was assumed to be at the
position given by the 3D solution, and E@1) was used to

0 ’ 1000 ’ 3000 ‘ compensate for the measgr_ed TOADs for ray-b_ending ef-

(b) Distance from 1, in the direction to the source (g) [m] fects. Then, a new 3D position was calculated with the ad-

justed TOADs. The difference from the uncorrected posi-
FIG. 7. (a) Geometry of the perturbed linear array analysis. tions was always less than 10% of the total error as derived

x,y=coordinate system of the 3D algorithm. Abbreviatiohk=platform. from linear error propagatioﬁTabIe 1.
r(1), r(4), r(5)=receivers 1, 4, and S=position of whale, calculated with
the 3D algorithm.g=direction between receiver 1 and the whale in the

horizontal plane.P=The vertical plane throughh(1) ands. H14 (H15): IV. DISCUSSION
Intersection of and the hyperboloid created from TOAD between receivers . .
1 and 45). (b) View of the receiver 1—source plar® in 72 for click The accuracy of source location depends on the preci-

sequence 71036.r (4) andr (5) are projections of receivers 4 and 5 onto the Sion of the measurements in sound velocity, TOADs, and
planeP. A surface reflection is treated as recorded by an additional virtualreceiver positions, as well as on source—array geometry. It is

receiver, denotetbv. The curves corr_espondmg to TOADs between receiv- avident from Fig. 5 that the location precision is a compli-
ers 1-5 and 1-4 are drawn with solid lines, and the curve corresponding to

TOADs between receiver 1 and the virtual receiver is drawn with a dottedc@ted function of the bearing and range from the array to the
line. source.
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TABLE IV. Comparison of 3D MINNA, ODA, and PLA positioning for two click sequences selected from the 1998 data ireMalh(2000. The sequence

7t898 has two solutions with the MINNA system. Range is the estimated distance from the source to receiver 1 in the origin of the array. Bearing is the angle
between the horizontal plane and the line connecting the whale and receiver 1. Virtual hydrophones are constructed from signals interpretefleztdoking

from the surfacdsee the text The sequences are selected to illustrate the performance of the error analysis. All errors are standard deiagidins

3-D MINNA 3-D ODA PLA

(Receivers 1-4 (Receivers 1-5%virtual receivers (Receivers 1, 4, and)5

Range tor(1) Bearing Source depth No of virtual Range tor(1) Bearing Source depth Range tor(1) Bearing Source depth

Whale [km] [degree$ [km] receivers [km] [degree$ [km] [km] [ded [km]
7t898.1 0.7-3 18+80 0.2+0.5 0 0.7:0.7 16+6 0.2+0.7 0.7 18 0.2
7t898.2 30:90 1+60 0.8+30 .
7t990 1.4-0.6 11+21 0.3-0.6 2 2.3:0.5 10t4 0.4£0.1 1.1 15 0.3

A considerable problem with locating directional A likely reason for this is the observed acute directionality of
sources with a MINNA system is that there are no means teperm whale clickgéMghl et al,, 2000a. The direct path and
assure that the signal is correctly interpreted in terms of disurface reflected signals originate from different directions of
rect and reflected paths. In the present study the PLA datihe sperm whale transmission beam, and therefore the fre-
were used to confirm the range and vertical bearing to thguency and phase content of the two signals may differ sig-
source from theéN platform. Still, there is a possibility that an nificantly. Additionally, inhomogeneities in the water mass
erroneous interpretation of the signal TOADs can rendebetween the source and the various receivers may distort the
similar yet erroneous results with the two location systemssignal differently.
as two of the linear array receivers were also a part of the 3D  There are two major causes for source position uncer-
MINNA system. To some extent, surface reflections can beainty in the hydrophone array system described by Mghl
used to confirm the interpretation of the TOADdghl et al,, et al. (2000a: receiver position uncertainty, and the usage of
1990; Aubaueet al, 2000. The problem can best be mini- a 2D array in a 3D geometry. The second problem was elimi-
mized through the use of an overdetermined system, wheneated during the field work in 1998 through the use of a 3D
additional independent data are collected. array. In addition, the errors in receiver positions were re-

Overdetermined systems are also favorable in terms afluced through acoustic calibration by the firing of detona-
reducing the positioning error. This effect is most clearlytors. The differences between acoustically derived and GPS-
seen in the areas of the array where the ODA systems ategged receiver positions were well within thes0-m error
very sensitive to errorgTable V). margin of the GPS system at the tiffféig. 3(b)]. This indi-

The linear error propagation analysis applied in thiscates that the regression performed on the GPS coordinates
study gives a measure of the expected error in source loc@Fig. 3(a)] eliminated some of the error associated with the
tion. The fact that the analysis is linear makes it unfeasible irGPS location of the platforms. The spurious jumps in the
areas of the array where the location error increases rapidi$PS locations observed in Fig@3 are due to short periods
(i.e., nonlinearly. This is clearly seen in Table Il. The esti- where one or more of the GPS receivers lost contact with the
mated source location errors of the sequencel689 and satellites. During such circumstances the GPS receiver is es-
7t898 are much larger than the location inaccuracies wéimating its position from dead reckoning. More accurate re-
would expect from repeated measurements of sound sourcesiver positions can be obtained using differential GPS re-
situated at these positions. Spiesberg@®99 deduced ceivers(Kaplan, 1996. With such a system, the platform
boundaries where the linear approximation of location errorgocation error can be reduced by about one order of magni-
breaks down for overdetermined acoustic location systemgude, leading to a similar reduction in errors in source loca-
A similar approach to MINNA systems would be useful to tion.
define the source—array geometries for which the linear error  The impact of ray bending on location errors at the
propagation analysis presented here is valid. The nonlineaanges and depths relevant for the Mghhl. (20002 data is
effect is largest where the hyperboloid surfaces have largat least an order of magnitude smaller than location errors
curvature or are almost parallel. caused by receiver position uncertaintigable Il). Figure 2

The PLA created with the hydrophones deployed fromshows that the the ray tracings create no major ray bending at
the N platform in 1998 gave additional vertical bearing andthe distances and depths relevant for the data presented here.
range data which proved useful to confirm source positiong he largest problem with ray bending is the fact that the SVP
derived with the 3D algorithnjFig. 7(b), Table IV]. In two  of the present study created a shadow z@deck, 1983;
end-fire situationgsequences tB98 and 71036 in Fig. 5 Fig. 2 for shallow sources and receivers. This shadow zone
the difference in the ranging estimation of the PLA and thestarts a few kilometers away from the source and may cause
MINNA solutions was within 20% of the range. The differ- considerable underestimation of sound levels recorded from
ence is readily explained by the uncertainties in ME00  shallow or distant whales.
andN460 receiver positions. The linear error propagation model is a useful tool for

When cross-correlating a click with an assumed surfacestimating location errors. Such an analysis can be used to
reflection, it was not possible to discern whether the crossebtain error estimates for derived parameters based on rang-
correlation function had a positive or a negative maximuming information such as source leveldghl et al, 2000a.
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The error analysis is also an effective tool for pinpointing the automatic positioning of individual fish used to track Atlantic salmon
factors causing the largest impact on the source position pre-(Salmo salar L).in a sea cage,” Aquacultural Eng2, 1-18.

cision. This has been an important argument in developinéi‘ig'r‘;":' A'Ert'e'gfegggzélﬁia',\LAJRderSta”d'”g GPS: Principles and applica-
the acoustic location systems investigated here into an ovVeggnagaya, T(1982. “A new telemetric method of determining the posi-

determined acoustic location systéMghl et al, 20000. tions of swimming fish,” Bulletin Jpn. Soc. Scientific Fisheri¢8(11),
1545-1550.
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